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The next generation of mobile networks - 5G and beyond
- will need to support services and applications with a wide
range of different requirements in terms of Quality of Service
(QoS). The key technology to meet such requirements is the
combination of: (i) data-driven solutions and machine learning
models to forecast mobile demand and throughput (ii) the
virtualization of networks functions and servers to provide
operators with unprecedented flexibility on how to allocate
resources, re-route traffic and slice the network dynamically

In this research, we propose automating network manage-
ment through data-driven intelligence, with a particular focus
on anomalies and network traffic during specific events or
periods (e.g., gatherings, sporting events, concerts, etc.). We
analyze the NetMob23 dataset [1] with the goal of forecasting
mobile demand for different classes of services, and we pro-
vide algorithms to optimize the resources allocated to network
slices and optimize traffic distribution (load balancing) within
the operator’s network to match the demand.

Building upon existing work by [2], [3], [4], the contribution
of this paper is to provide a "full-stack" solution dealing with:

• Modeling the mobile network. We create a network model
based on a vertical partitioning base on network slices,
and an horizontal partitioning based on multiple layers of
core and edge computing nodes.

• Demand forecasting. We trained a deep-learning model
- based on LSTM - to forecast network demand for
different classes of services. We focus on predicting
spikes that can saturate network resources and capacity.

• Network optimization algorithms. We developed high-
level optimization algorithms to improve network per-
formance by sharing/re-balancing resource among slices,
and sharing/re-balancing traffic among network nodes.

In our model the mobile network consists of a set of network
nodes / data-centers comprising VNFs and application servers
(see Figure 1). Nodes are organized in hierarchical layers. At
the bottom there are the edge layers. Such network nodes are
associated to a subset of BSs and are in charge of managing
traffic to/from such BSs. Top layers represent the core network,
such network nodes are in charge of processing data from
lower layers and interacting with cloud services and resources
outside the mobile operator network. Network traffic runs from
BSs to edge nodes, to core nodes and vice versa.

We assume that the mobile traffic generated by BSs is
divided into different classes of services. The resources in
each network node are divided between multiple network
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Fig. 1: A schematic representation of the hierarchical and
sliced architecture associated with the 5G edge networks.

slices. There is a network slice for each class of service,
and each slice is in charge of processing the traffic of that
class of service (for example, the slice associated to video-
services will handle all the traffic generated by videos). This
architecture is general enough to accommodate a wide range
of modern network deployments. Finally, in order to link the
traffic demand on a node with a measure of performance –
following [3], [4] – we introduce, for each node n and slice
s, a capacity Cn,s representing the amount of traffic that the
resources associated to that node in the slice can handle. This
is a strong simplification as Cn,s subsumes different resources
in terms of: networking, memory, storage and computation.
The capacity should effectively handle normal traffic but it
might be saturated during peak events. Referring to the traffic
in a node n in slice s at time t as Tn,s,t, we assume that the
network performance degrades if Tn,s,t > Cn,s. In order to
optimize the network operations we will try to minimize the
times in which Tn,s,t > Cn,s and the amount of the excess
Tn,s,t − Cn,s.

Given the above scenario, we devised a methodology to
optimize network operations on the basis of forecast traffic on
the different slices.

Our base hypothesis is that the network allocates resources
fairly statically according to the modeled capacities Cn,s. If
traffic is manageable Tn,s,t < Cn,s the network does not
modify its resources. Vice versa, if the traffic is predicted to
grow beyond capacity, the network can temporarily adjust re-
sources to meet the surge in demand. Once traffic is predicted
to diminish, the network will return to its base allocation Cn,s.
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Fig. 2: Dynamic capacity optimization and Dynamic traffic optimization

Our approach is based on two complementary mechanisms:
Resource sharing/re-balancing among slices. Our network
model is based on a set of hierarchical nodes / data-centers
processing network traffic. The resources in each node C are
divided to handle multiple slices. Cs are the resources allo-
cated to handle slice s (C =

∑
Cs). If the traffic associated

to a slice s1 at time t is greater than the capacity Ts1,t > Cs1

the network under-performs. If there is another slice s2 in
the same data-center with spare capacity Ts2,t < Cs2, some
resources could be reallocated from s2 to s1. The idea of
this mechanism is to apply this pattern on the basis of
forecast traffic: if the network forecasts that at future time t,
Ts1,t > Cs1 and Ts2,t < Cs2, then it re-balances resources
in advance, leaving the total amount C unchanged - see
Fig. 2 - top. Traffic sharing/re-balancing among network
nodes/data-centers. The dual approach is to re-balance traffic
instead of resources: if the above resource-balancing-within-
a-node can not accommodate all the demand (

∑
s Ts,t > C),

a node can re-route part of the traffic to other nodes. This re-
route can take place: (i) among the nodes of the same network
layer, e.g. part of the traffic to a given edge node is routed to a
nearby node at the same edge layer (i.e., horizontal offloading).
(ii) among the nodes at different network layers, e.g. part of
the traffic to a given edge node is routed to and processed by
a node at an upper layer of the hierarchy - a core node (i.e.,

vertical offloading) - see Fig. 2 - bottom.
Experimental results show that dynamic reallocation of

resources among slices and traffic between nodes improves
performance by more than 11% on average.
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